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Outline 

ü Things to be covered in the training 

ï Basic HPC concepts 

ÅFLOPS 

ÅTop 500 list 

ï Available HPC resources 

ÅLONI & LSU HPC 

ÅAccount and allocations 

ïHPC software environment 

ÅGeneral cluster architecture 

ÅHow to access HPC & LONI clusters 

ÅFile systems 

ÅThe software management tool softenv and modules 

ï Job management basics 
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What is HPC 

Å High Performance Computing (HPC) is computation at the cutting 

edge of modern technology, often done on a supercomputer 

Å A supercomputer is in the class of machines that rank among the 

fastest in the world 

ïRule of thumb: a supercomputer could be defined to be at least 100 

times as powerful as a PC 

Å How do you evaluate the performance of HPC? 
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Core and Processor? 

ü Some confusion? 

 

 

 

 

ü A core is usually the basic computation unit of the CPU 

ü A CPU may have one or more cores to perform tasks at a given time. 
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Measure HPC performance-FLOPS 

ü Performance is measured in Floating Point Operations Per 

Second (FLOPS or flop/s) 

ü ὊὒὕὖὛὧέὶὩίὧὰέὧὯ  

ïMost microprocessors today can do 4 FLOPs per clock 

cycle. Therefore a 2.5-GHz processor has a theoretical 

performance of 10 billion FLOPs = 10 GFLOPs 

ïDual Core? Quad Core? 
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Supercomputing on a cell phone? 

Å Quad-core processors are coming to 
your phone 

ï Nvidia, TI, QualCommé 

ï Processing power in the neighborhood 
of 10 GigaFLOPS  

ï Would make the top 500 list 15 years 
ago 

ï What is your phoneôs FLOPS? 

ÅiPhone 5 1.3 GHz dual-core 
Cyclone 

ÅCompare to ENIAC (500 FLOPS) 

ÅCompare to top 500 in 1993 #1 
(59.7 GFLOPS), #500 (0.42 
GFLOPS) 
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What is driving the Change? 
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ÅWhat is driving this 

continuous change? 

ïMoore's Law 

ïWhat was a 

supercomputer 15 years 

ago now sits on your 

desk, or even in your 

hand. 

ïWho measures/ranks the 

supercomputing 

performance? 
Source: 

http://en.wikipedia.org/wiki/Mooreôs_law 



        The Top 500 List 

ü The TOP500 project provides a list of 500 fastest super 

computers in the world ranked by their LINPACK performance. 

ü Semi-annually published (in the public domain) 

ü As of Nov. 2016, Chinaôs Tianhe-2 (Milky Way-2) supercomputer is 

the fastest in the world. 

o Nodes: 16,000 

o Cores: 3,120,000 

o Peak Performance: 33.86 PFlop/s 

ü As of Nov. 2015 

o LSU SuperMIC ranks 147    

o LONI QB2 ranks 73 
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Available Computing Resources 

ü State wide-LONI 

ü University wide-HPC@LSU 

ü Nation wide-XSEDE 



University Level: HPC@LSU 

Å University Level: LSU HPC resources available to LSU Faculty and 

their afýliates. 

Å LONI and LSU HPC administered and supported by HPC@LSU 
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Available LSU HPC resources 

Philip 

Hostname  philip.hpc.lsu.edu  

Peak 
Performance/TFlops  

3.469  

Compute nodes  37  

Processor/node  2 Quad - Core 

Processor Speed  2.93GHz  

Processor Type  Intel Xeon 64bit  

Nodes with 
Accelerators  

2 

Accelerator Type  3 nVidia M2070  

OS RHEL v5 

Vendor  Dell  

Memory per node  24/48/96 GB  

Detailed Cluster Description  

User Guide  

Available Software  
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SuperMike II 

Hostname  mike.hpc.lsu.edu  

Peak 
Performance/TFlops  

146  

Compute nodes  440  

Processor/node  2 Octa - core  

Processor Speed  2.6GHz  

Processor Type  Intel Xeon 64bit  

Nodes with 
Accelerators  

50  

Accelerator Type  2 nVidia M2090  

OS RHEL v6 

Vendor  Dell  

Memory per node  32/64/256 GB  

Detailed Cluster Description  

User Guide  

Available Software  

Ref: http://www.hpc.lsu.edu/resources/hpc/index.php#lsuhpc  

SuperMIC 

Hostname  smic.hpc.lsu.edu  

Peak 
Performance/TFlops  

1000  

Compute nodes  360  

Processor/node  2 Deca - core  

Processor Speed  2.8GHz  

Processor Type  Intel Xeon 64bit  

Nodes with 
Accelerators  

360  

Accelerator Type  Xeon Phi 7120P  

OS RHEL v6 

Vendor  

Memory per node  64 GB 

Detailed Cluster Description  

User Guide  

Available Software  

http://www.hpc.lsu.edu/resources/hpc/system.php?system=Philip
http://www.hpc.lsu.edu/docs/guides.php?system=Philip
http://www.hpc.lsu.edu/resources/software/software.php?system=Philip
http://www.hpc.lsu.edu/resources/hpc/system.php?system=SuperMike-II
http://www.hpc.lsu.edu/docs/guides.php?system=SuperMike2
http://www.hpc.lsu.edu/resources/software/software.php?system=SuperMike-II
http://www.hpc.lsu.edu/resources/hpc/index.php#lsuhpc
http://www.hpc.lsu.edu/resources/hpc/index.php#lsuhpc
http://www.hpc.lsu.edu/resources/hpc/index.php#lsuhpc
http://www.hpc.lsu.edu/resources/hpc/system.php?system=SuperMIC
http://www.hpc.lsu.edu/docs/guides.php?system=SuperMIC
http://www.hpc.lsu.edu/resources/software/software.php?system=SuperMIC


State Level - Louisiana Optical 

Network Initiative (LONI) 

ü A state-of-the-art fiber optic network that runs throughout Louisiana 

and connects Louisiana and Mississippi research universities. 

ü $40M Optical Network, 10Gb Ethernet over fiber optics. 

ü $10M Supercomputers installed at 6 sites. 
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LONI-Louisiana Optical Network Initiative 

ü LONI connects supercomputers at Louisiana's universities: 

ï Louisiana State University 

ï Louisiana Tech University 

ï LSU Health Sciences Center in New Orleans 

ï LSU Health Sciences Center in Shreveport 

ï Southern University 

ï Tulane University 

ïUniversity of Louisiana at Lafayette  

ï University of New Orleans 
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Available LONI resources 
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Ref: http://www.hpc.lsu.edu/resources/hpc/index.php#loni  

QB2 

Hostname  qb2.loni.org  

Peak Performance/ TFlops  1,500  

Compute nodes  504  

Processor/node  2 10 - Core 

Processor Speed  2.8GHz  

Processor Type  Intel Ivy Bridge - EP Xeon 64bit  

Nodes with Accelerators  480  

Accelerator Type  NVIDIA Tesla K20x  

OS RHEL v6 

Vendor  Dell  

Memory per node  64 GB 

Location  
Information Systems Building, 

Baton Rouge  

Detailed Cluster Description  

User Guide  

Available Software  

Eric 

Hostname  eric.loni.org  

Peak Performance/TFlops  9.544  

Compute nodes  128  

Processor/node  2 4 - Core 

Processor Speed  2.33GHz  

Processor Type  Intel Xeon 64bit  

Nodes with Accelerators  0 

Accelerator Type  

OS RHEL v4 

Vendor  Dell  

Memory per node  8 GB 

Location  
Louisiana State University, 

Baton Rouge  

Detailed Cluster Description  

User Guide  

Available Software  

http://www.hpc.lsu.edu/resources/hpc/index.php#loni
http://www.hpc.lsu.edu/resources/hpc/index.php#loni
http://www.hpc.lsu.edu/resources/hpc/system.php?system=QB2
http://www.hpc.lsu.edu/docs/guides.php?system=Qb
http://www.hpc.lsu.edu/resources/software/software.php?system=QB2
http://www.hpc.lsu.edu/resources/hpc/system.php?system=Eric
http://www.hpc.lsu.edu/docs/guides.php?system=Eric
http://www.hpc.lsu.edu/resources/software/software.php?system=Eric


Summary of clusters for LSU and LONI 

Name 
Performance 

(TFLOPS) 
Location Vendor Architecture 

LONI 
Eric 9.5 LSU Dell Linux x86_64 

QB2 1500 ISB Dell Linux x86_64 

LSU 

Philip 3.5 LSU Dell Linux x86_64 

SuperMIC 1000 LSU Dell Linux x86_64 

SuperMike 212 (CPU+GPU) LSU Dell Linux x86_64 

Pandora 6.8 LSU IBM Power7 
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National Level 

ü National Level: Extreme Science and Engineering Discovery 

Environment (xSEDE) 

ï 5 year, $121M project supported by NSF 

ï Supports 16 supercomputers and high-end visualization and data 

analysis resources across the country. 

ï https://www.xsede.org/  

ï LSU SuperMIC is one XSEDE cluster. 

6/15/2016 HPC User Environment 1 Summer 2016 16 

https://www.xsede.org/
https://www.xsede.org/


Account Eligibility-LONI 

Å All faculty and research staff at a LONI Member Institution, as well as 

students pursuing sponsored research activities at these facilities, are 

eligible for a LONI account. 

Å Requests for accounts by research associates not affiliated with a 

LONI Member Institution will be handled on a case by case basis. 

Å For prospective LONI Users from a non-LONI Member Institution, you 

are required to have a faculty or research staff in one of LONI Member 

Institutions as your Collaborator to sponsor you a LONI account. 
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Account Eligibility-LSU HPC 

Å All faculty and research staff at Louisiana State University, as well as 

students pursuing sponsored research activities at LSU, are eligible 

for a LSU HPC account. 

Å For prospective LSU HPC Users from outside LSU, you are required to 

have a faculty or research staff at LSU as your Collaborator to sponsor 

you a LSU HPC account. 
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LONI & LSU HPC Accounts 

Å LSU HPC and LONI systems are two distinct  computational resources 

administered by HPC@LSU. 

 

Å Having an account on one does not grant the user access to the other. 
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How do I get a LONI Account? 

Å Visit https://allocations.loni.org/login_request.php 

Å Enter your INSTITUTIONAL Email Address and captcha code. 

Å Check your email and click on the link provided (link is active for 

24hrs only) 

Å Fill the form provided 

Å For LONI Contact/Collaborator field enter the name of your research 

advisor/supervisor who must be a Full Time Faculty member at a LONI 

member institution. 

Å Click Submit button 

Å Your account will be activated once we have verified your credentials. 
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How do I get a LSU HPC Account? 

Å Visit https://accounts.hpc.lsu.edu/login_request.php 

Å Enter your INSTITUTIONAL Email Address and captcha code. 

Å Check your email and click on the link provided (link is active for 

24hrs only) 

Å Fill the form provided 

Å For HPC Contact/Collaborator field enter the name of your research 

advisor/supervisor who must be a Full Time Faculty member at LSU 

Å Click Submit button 

Å Your account will be activated once we have verified your credentials 
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Allocation 

ü An allocation is a block of service unit (SUs) that allow a user to run 

jobs on a cluster 

ü One SU is one cpu-hour 

ü Example 

Å40 SUs will be charged for a job that runs 10 hours on 4 cores 

Å LONI & HPC users: All LONI clusters, SuperMikeII and SuperMIC jobs 

need to be charged to valid allocation. 
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Allocation Types 

üStartup: Allocations upto 50K SUs 
ü Can be requested at any time during the year. 

ü Reviewed and Approved by the LONI Resource Allocation Committee. 

ü Only two active allocations per PI at any time. 

üLarge: Allocations between 50K - 4M SUs. 
ü Reviewed and Approved by the LONI Resource Allocation Committee 

every Quarter. 

ü Decision will be made on January 1, April 1, July 1 and October 1 of 

each year 

ü Users can have multiple Large Allocations. 

ü LSU HPC: Each request is limited to 3 million SUs, and a PI may have a 

total of 5 million SUs active at any given time. 

ü LONI: Each requests is limited to 4 million SU, and a PI may have a 

total of 6M SU active at any given time 
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Who can request an Allocation? 

ü Only Full Time Faculty member at LONI member institutions 

can act as Principle Investigators (PI) and request Allocations. 

ü Rule of Thumb: If you can sponsor user accounts, you can 

request allocations. 

ü Everyone else will need to join an existing allocation of a PI, 

usually your advisor/supervision or course instructor (if your 

course requires a LONI account). 
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How to request/join an Allocation 

ü Login to your LONI Profile at https://allocations.loni.org 

ü Click on "Request Allocation" in the right sidebar. 

ü Click "New Allocation" to request a New Allocation. 

ü Fill out the form provided. 

ü All requests require submission of a proposal justifying the use of the resources. 

ü Click "Submit Request" button. 

ü Click "Join Allocation" to join an existing Allocation. 

ü Search for PI using his/her email address, full name or LONI username 

ü Click "Join Projects" button associated with the PIôs information. 

ü You will be presented with a list of allocations associated with the PI. Click "Join" 

for the allocation you wish to join. 

ü Your PI will receive an email requesting him to confirm adding you to the 

allocation. 

ü Please do not contact the helpdesk to do this. 
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Account Management 

ü LONI account 

ï https://allocations.loni.org 

ü LSU HPC account 

ï https://accounts.hpc.lsu.edu 

ü The default Login shell is bash 

ï Supported Shells: bash, tcsh, ksh, csh, sh 

ï Change Login Shell at the profile page 
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How do I reset my password? 

ü LONI: Visit https://allocations.loni.org/user_reset.php 

ü LSU HPC: Visit https://accounts.hpc.lsu.edu/user_reset.php 

ü Enter the email address attached to your account and captcha 

code 

ü You will receive an email with link to reset your password, link 

must be used within 24 hours. 

ü Once you have entered your password, one of the HPC Admins 

need to approve the password reset. 

ü The Password approval can take anything from 10 mins to a 

few hours depending on the schedule of the Admins and also 

time of day 

ü You will receive a confirmation email stating that your 

password reset has been approved. 
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Password Security 

ü Passwords should be changed as soon as your account is 

activated for added security. 

ü Password must be at least 12 and at most 32 characters long, 

must contain three of the four classes of characters: 

ï lowercase letters, 

ï uppercase letters, 

ï digits, and 

ï other special characters (punctuation, spaces, etc.). 

ü Do not use a word or phrase from a dictionary, 

ü Do not use a word that can be obviously tied to the user which 

are less likely to be compromised. 

ü Changing the password on a regular basis also helps to 

maintain security. 

ï http://www.thegeekstuff.com/2008/06/the-ultimate-guide-for-creating-strong-

passwords/ 

ï http://en.wikipedia.org/wiki/Password_policy 
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HPC@LSU User Services 

Å Hardware resources 

ïCurrently manages 6 clusters  

Å Software stack 

ïCommunication software 

ï Programming support: compilers and libraries 

ï Application software 

Å Contact user services 

Å Email Help Ticket: sys-help@loni.org 

Å Telephone Help Desk: +1 (225) 578-0900 

Å Instant Message: AOL, Yahoo!, Gmail, User name: lsuhpchelp 
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Cluster Racks 
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Inside A Cluster Rack 
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Rack 

Infiniband 

Switch 

Compute 

Node 



Inside A Compute Node 
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Network 
Card 

Processor  
Memory 

Storage  

Accelerator  
(GPU/Xeon Phi)  



Cluster Nomenclature 
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Term Definition 

Cluster 
The top-level organizational unit of an HPC cluster, 

comprising a set of nodes, a queue, and jobs. 

Node A single, named host machine in the cluster.  

Core 
The basic computation unit of the CPU. For example, a 

quad-core processor is considered 4 cores. 

Job 
A user's request to use a certain amount of resources for a 

certain amount of time on cluster for his work. 



General Cluster Architecture 

ü Login (head) nodes get you access to the cluster.  

ï Individual nodes are not accessible.   

ï Login via ssh 

ïNode are not meant to run jobs  

ü Compute nodes are connected via a  

ï network of switches  

ï QDR switches on SM-II  

ï Latencies typically few microsecs 

ï Bandwidth 40Gbps  

ü Resource managers give access to compute resource  

ï PBS/loadleveler installed  

ï Run commands qsub, qstat, qdel 
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LSU HPC :What should I use?  
ü Why would you use SuperMike II?    

ï You need many nodes with more cores  

Å16 cores, 32G / node  

ï You need special nodes  

ÅMemory > 200G 

ÅGPUs on the node 

ï You need special storage 

Å/project 

ü Why would you use Philip?   

ï You need medium memory, fast single core for serial jobs  

Å24-96G, 8 cores @2.93GHz / node  

ï You need shared storage with SuperMikeII  

Å/project not shared with SuperMikeII. 
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Philip 



LSU HPC :What should I use?  SuperMIC 

ü 360 Compute Nodes  

ï Two 2.8GHz 10-Core Ivy Bridge-EP E5-2680 Xeon 64-bit processors  

ï Two Intel Xeon Phi 7120P Coprocessors  

ï 64GB DDR3 1866MHz Ram  

ï 500GB HD  

ï 56 Gigabit/sec Infiniband network interface  

ü 20 Hybrid Compute Nodes  

ï Two 2.8GHz 10-Core Ivy Bridge-EP E5-2680 Xeon 64bit Processors  

ï One Intel Xeon Phi 7120P Coprocessors  

ï One NVIDIA Tesla K20X 6GB GPU with GPU-Direct Support  

ï 64GB DDR3 1866MHz Ram  

ï 500GB HD  

ï 56 Gigabit/sec Infiniband network interface  

ü Cluster Storage  

ï 840TB Lustre High Performance disk  

ï 5TB NFS-mounted /home disk storage  
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LONI:What should I use?  QB2 

ü 480 Compute Nodes  

ï Two 10-core 2.8 GHz E5-2680v2 Xeon processors. 

ï 64 GB memory 

ï 2 NVIDIA Tesla K20x GPU's 

ü 16 Compute Nodes  

ï Two 10-core 2.8 GHz E5-2680v2 Xeon processors. 

ï 64 GB memory 

ï 2 Intel Xeon Phi 7120P's 

ü 4 Visualization Nodes, each with: 

ï Two 10-core 2.8 GHz E5-2680v2 Xeon processors. 

ï Two NVIDIA Tesla K40 GPU's 

ï 128 GB memory 

ü 4 Big Memory Nodes, each with: 

ï Four 12-core 2.6 GHz E7-4860v2 Xeon processors. 

ï 1.5 TB memory 

ï Two 1 TB HDD's 
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Accessing cluster using ssh (Secure Shell) 

ü On Unix and Mac  

ï use ssh on a terminal to connect 

ü Windows box (ssh client): 

ï Putty 

(http://www.chiark.greenend.org.uk/~sgtatham/putty/download.html ) 

ï MobaXterm (http://mobaxterm.mobatek.net/) Recommended! 

ï Cygwin 

ü Host name  

ï LONI:  <cluster_name>.loni.org  

Å<cluster_name> can be:  

�w eric.loni.org  

�w qb.loni.org  

ï LSU HPC: <cluster_name>.hpc.lsu.edu  

Å<cluster_name> can be:  

�w mike.hpc.lsu.edu  
�w smic.hpc.lsu.edu  
�w philip.hpc.lsu.edu  
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