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Project Title: EPIC - Modeling of Multiphase Flows 

HPC machine: SuperMike2 

SU’s being requested: 2,000,000 

1 Technical Merit  

1.1 Background, problem statements, methodology 

My research group in the Department of Chemical Engineering consists of 6 PhD students 

and 2 Post-doctoral fellows. The research group members are as follows:  

PhD students Postdocs 

Omitted 

The research area is “Multiphase Computational Fluid Dynamics”. The applications are 

strongly applied to chemical and energy industry. We call our effort EPIC- Enabling Process 

Innovation through Computation. We develop our own algorithms (CFD-DEM – Discrete Element 

Modelling and IBM-Immersed Boundary Method) as well as use commercially available software 

(STAR CCM+, FLUENT, COMSOL) and open source software (OpenFOAM) for fluid dynamics 

modelling. Our computational needs to understand and improve the multiphase flow models in 

service of design innovations in process industries are significant. Process modelling is important 

to the State of Louisiana since there are over 300 chemical plant, processing fuels and chemicals. 

Four specific projects are described below in this proposal. 

Our research group engages in computational research dealing with understanding 

multiphase flows and through which to enable process innovation in the chemical manufacturing 

industry. Currently we have 12 different projects being studied by members of group some times 

in collaboration with international research groups in India and China.  Here we describe the 

technical merits of four project ideas in some detail.  

Conventional flow distributors using pressure-based or trough type designs are confronting 

challenges as the low outlet densities and poor flow distribution limit their performances. In recent 

years, fractal distributors have been attracting interests extensively from both academia and 

industry. The inherent symmetry in their geometries allow fractal distributors to scale to any 

dimension and have high outlet density and consequently uniform flow distributions.  

In our study, we have fabricated fractal distributors of 12”x12” with up to 256 outlets in a 

fractal configuration and tested their performance based on a filter press-based ion exchangers 

devices. It is always highly desired in the industry to gain the insight of flow profile inside chemical 

equipment. While, such data almost impossible to obtain on site, Computational Fluid Dynamics 

(CFD) can be extremely useful in this scenario. The fractal distributor with 256 outlets have been 

tested with CFD simulations. From CFD results, we can be able to understand the flow distribution 

inside resin as the flow passes through it. The resin volume swept by fluid is an important 

indication the effectiveness of resin usage and our goal is to minimize the “deadspace”. 
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Figure 1 shows the pattern of vertical velocity plot inside resin at 5, 10 and 15 mm plane respectively. 

For fluid flow, K-epsilon equations have been used 
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and the turbulent viscosity 𝜇𝑡 is computed by  

𝜇𝑡 = 𝜌𝐶𝜇𝑘
2/𝜀  

In order to quantify the malfunctioning operations, the volumetric percentages of the dead 

space and channeling zones were estimated based on the modelling results The dead space is 

defined as the region where the velocity magnitude of the process stream is 2.5% below the 

superficial velocity.  In contrast, “channeling” refers to the phenomenon that fluid passes through 
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bed prematurely with a much shorter residence time. A zone with the fluid velocity that is 2.5% 

over the superficial one is defined as “channeling” zones. The degree of heterogeneity is defined 

as the sum of dead space percentage and channeling zone percentage. 

1.2 Immersed Boundary with Heat Transfer - in house IBM Code 

Our first goal is to reproduce the granular jet experiment numerically. In the figure below, 

A and B are void collapse experiment. The goal is to check the dependence of system behavior—

like how much it is fluidized by the bubble motion—on particle size. C and D remove the void and 

introduce the large object (it is not visible as shown are volume fraction of small particles). The 

object size determines the amount of energy it imparts into the small particles and this would vary 

the system qualitatively. We will test with different object size, impact velocity, physical 

parameters of the small particles, and different fluid density/viscosity. 

 
Figure 2 Volume fraction field of quasi-two dimensional IBM-DPM simulations. A and B are void collapse 

experiment to check the dependence of system dynamics on particle size. C and D are snapshots sometime 

after a static particle pile is impacted. 

1.3 Software scaling 

Majority of our simulations are of engineering research in nature done under the EPIC 

umbrella to explore Enabling Process Innovation through Computations.  A subset of our work 

using OpenFOAM focuses on code development to implement new features such as immersed 

boundary methods and Discrete Particle Modelling. Even in this case, the base code is an open 

source code that has been validated for its parallelization capabilities. The other codes such as 

COMSOL, FLUENT are commercial codes that are well parallelized. Through experience, we 

have learned how to optimize the use of resources for maximum impact. Depending on the size of 

the problem (a large scale reactor with 20 million grids for example) we have used as many as 400 

processors over several months to study the slugging phenomena in polymer loop reactor, which 

the company supporting the work finds insightful as they do not have such facility to carry out 

detailed simulations. 

As an example of the scalability of our applications we show results in Figure 3. The case 

involves simulation of a bubble column diameter of 150 mm and total height 1000 mm. Superficial 

gas velocity is ~20 mm/s. The flow time is 47.5 seconds assuming final dispersion height of 950 

mm. The average mesh cell size is 3 mm. The total number of cells is 520,908. Very satisfactory 

scale up is obtained using our applications. 
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Figure 3 Scale-up of bubble column simulation 

1.4 Research schedule 

The detailed estimates of SU need for the calendar year (Jan 2018–Dec 2018) on 

SuperMike2 is shown in below. Number of planned simulation per month are listed for each of the 

four projects. 

Simulation Cases per month Jan – Dec 2018 

Direct Numerical Simulations of a cluster of particles falling 

through a viscous fluid (each simulation runs for one week on 

128 nodes) 

2 simulations/month @128 nodes  

7 days/simulation*24 SU’s  

= 43008 SU/ month 

Design and optimization for fractal distributor with CFD tools 

(each simulation runs for 4 days on 32 nodes) 

16 simulations @32 nodes 

4 days/simulation*24 SU’s  

= 49512 SU/month 

Immersed Boundary simulations (each simulation runs for7 

days on 32 nodes) 

8 simulations/month @32 nodes 

7days/simulation*24 SU’s 

 = 43008 SU/month 

Study of granular self-organization in an orbital driven cylinder 

(each simulation runs for 2 days on 16 nodes). 

45  simulations/month @16 nodes 

2days/simulation*24 SU’s 

 = 34560 SU/month 

SU’s expected to consumed per month 169, 728 SU per month 

 

Total SU’s requested on mike 2 for a total of four projects described here for calendar 

year Jan-Dec 2018 are 169, 728 x 12 = 2,036,736 SUs. 
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2 Previous Usage and Outcome 

Currently our EPIC group has two active allocations one on LONI and one on smic. The 

details are listed below together with remaining amount in these two allocations. Our allocation 

on Mike 2 expired in 10/01/2017, resulting in increased usage rate on smic during the last quarter. 

   

Amount Deposited Start Time End Time Machine Project 

1202835.41 3000000 07/01/2017 07/01/2018 Smic hcp_hpc_epic03 

276290 3000000 07/01/2017 07/01/2017 LONI Hpc_epicmphase 

 

The group has been productive in terms of publications and they are listed below.  

Selected papers and presentations from the previous allocations on LONI & HPC 

(complete list available upon request) 

1. He G., Kochergin V., Li Y., Nandakumar K., “Experimental studies on the effectiveness of 

fractal distributors in a novel plate and frame ion-exchanger” accepted in Chem Eng Sci (2017). 

2. S. Bale, M. Sathe, O. Ayeni, A.S. Berrouk, J. Joshi, K. Nandakumar, Spatially resolved mass 

transfer coefficient for moderate Reynolds number flows in packed beds: Wall effects, 

International Journal of Heat and Mass Transfer 110 (2017) 406-415  

3. S. Bale, K. Clavin, M. Sathe, A.S. Berrouk, F.C. Knopf, K. Nandakumar, Mixing in Oscillating 

Columns: Experimental and Numerical Studies, Chemical Engineering Science (2017) 

4. D. de Oliveira, O. Ayeni, C. Wu, K. Nandakumar, J. Joshi, Controlling the Flow Structure in 

Fluidized Bed: A CFD-DEM Approach,  Proceedings of the 7th International Conference on 

Discrete Element Methods, Springer Singapore, 2017, pp. 619-626 

5. O. Ayeni, C. Wu, K. Nandakumar, J. Joshi, Development and validation of a new drag law using 

mechanical energy balance approach for DEM–CFD simulation of gas–solid fluidized bed, 

Chemical Engineering Journal 302 (2016) 395-405 

6. Yuehao Li; Yongting Ma, Rupesh K Reddy, Sameer Vijay, Erno Elovainio; Christof Wurnitsch; 

Krishnaswamy Nandakumar, “CFD investigations of particle segregation and dispersion 

mechanisms inside a polyolefin 8-leg loop reactor of industrial scale,” Powder Technology 284 

(2015) 95-111.. 

7. Li, Y. H.; Jain, M., Ma, Y. T.,  Nandakumar, K.,  “Control of the breakup process of viscous 

droplets by an external electric field inside a microfluidic device", Soft Matter, 11(2015) 3884-

3899. 

8. Scherr, T.,  Knapp, G. L., Guitreau, A., Park, D.S.W., Tiersch, T.,Nandakumar, K.,  Monroe, 

W. T., “Microfluidics and numerical simulation as methods for standardization of zebrafish 

sperm cell activation”, BIOMEDICAL MICRODEVICES  17:65 (2015) 10 pages, 

[DOI: 10.1007/s10544-015-9957-6] 

Book Chapter 

Reddy, R.K., Rao, A., Yu, Z, Wu, C., Nandakumar, K., Thibodeaux, L., Valsaraj, K.T. , 

“Challenges in and approaches to modeling the complexities of deep water oil and gas release, 

in:  Oil Spill Remediation: Colloid Chemistry-Based Principles and Solutions”, John Wiley 

and Sons Ltd., 2014.  
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3 External Funding or LSU Demand 

The EPIC group in CoE is building an industrial consortium. We focus on Enabling Process 

Innovation through Computation. The project described in Section 1.1 is an example of such 

innovative designs of process equipment. We have two members at present in our consortium, 

Borealis on Polymer reactor modelling and Albemarle on Bromination reaction in a stirred tank 

reactor. We also have received recently two projects, one funded by HPC4Mfg to help LanzaTech 

(a company in the bioreactor development) together with LLNL ($150K for one year) and another 

also to help LanzaTech with optimization studies with funding from DoE ARPA-E program for 

two years (at 130K per year). Three of my students have scholarships (Mr. Daniel Oliviera with 

Brazilian government scholarship) and two EDA scholarship holders (Mr. Ding and Ms. 

Heidarian). Currently All students work only with advanced computer modelling of large systems 

of multiphase flow problems. In addition to the internationally recognized expertise of our EPIC 

group, the availability of HPC resources enables us to be an attractive option for these 

collaborations. 

 

 

 

 


